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Introduction to 
Remote Sensing



Remote sensing is obtaining
information about an object from a
distance. 

What is remote sensing?









Measuring Properties of the 
Earth-Atmosphere System 
from Space





Spectral Signatures



Spectral Signatures

Vegetation
Healthy vegetation absorbs blue and red
wavelengths, but reflects green and infrared.



Satellites and Sensors



Satellites vs. Sensors

Satellite Sensors



Types of Satellite Orbits

Geostationary Low Earth Orbit



Resolution



Spatial Resolution

from left to right 1 m, 10 m, and 30 m



Temporal Resolution

areas at high latitudes are imaged more frequently than the equatorial zone 



Spectral Resolution



Data



Spectral Images
RGB (left) and multispectral (center)
imaging only provide discrete and
discontinuous portions of the spectral
range. 
Hyperspectral imaging (right) creates a
hypercube, which yields the complete
and continuous spectrum for each pixel
of the image. 



Erors
Internal errors are created by the sensor itself.
External errors are due to platform perturbations,
and the influence of the atmosphere.



Striping/Banding
Caused by sensor detector variations.
→ Use histogram matching to destripe the image.

Line Drop
Entire lines or sections contain faulty pixel values.
→ Replace with the average of pixels from the
lines above and below.

Bit Errors
Appears as random "salt and pepper" noise.
→ Use a neighbourhood filter to detect and
replace outliers with local averages.

Data Preprocesing: Image Noise



Rayleigh Scattering
Caused by air molecules; stronger at shorter
wavelengths. (Makes the sky appear blue.)
→ Apply atmospheric correction like the darkest
pixel method.
Mie Scattering
Caused by aerosols (dust, smoke, etc.); depends on
particle size and variability. Affects radiance and is
hard to predict.
→ Use advanced correction models that include
aerosol properties.
Non-Selective Scattering
Caused by large particles like rain or dust; not
wavelength-dependent. Minor on clear days.
→ Usually negligible, but can be adjusted with full
atmospheric correction

Data Preprocesing: Atmospheric Correction



Image-to-Map Registration
Aligns the image to real-world coordinates using
Ground Control Points (GCPs) from maps (e.g.,
road intersections).

Image-to-Image Registration
Aligns one image to another (e.g., for time-series
analysis).

Resampling Methods
After transformation, new pixel values are calculated
using techniques like nearest neighbor, bilinear, or
cubic convolution.

Data Preprocesing: Geometric Correction



Data Augmentation



Applications of Deep Learning in
Geospatial Data



Applications of Deep Learning in Geospatial Data



Basic Models



Unet



UNet: Revolutionizing Biomedical Image Segmentation
Developed in 2015 by Olaf Ronneberger’s team to overcome the lack of annotated medical images.
Before UNet, segmentation struggled with low accuracy, reliance on handcrafted features, and
limited scalability.



UNet Innovations
UNet introduced three key innovations:

Symmetric expanding path for precise reconstruction.
Skip connections to retain spatial context.
Data augmentation to boost performance on small datasets.



The U-Net architecture

Expansive Path
(Decoder)

Skip Connections

Contracting Path
(Encoder)

Skip Connections

Bottleneck



Encoder
Convolutional Layers 
Activation Functions 
Max Pooling
Feature Doubling



Encoder: Convolutional Layers 



Vertical Line Detection Filter



Encoder
Convolutional Layers 
Activation Functions 
Max Pooling
Feature Doubling



Encoder: Activation Functions 



Encoder
Convolutional Layers 
Activation Functions 
Max Pooling
Feature Doubling



Encoder: Pooling
Max pooling selects the highest value within a region — emphasizing strong activations.
Average pooling computes the mean value — smoothing the feature map.
Min pooling selects the lowest value — highlighting areas of low intensity or contrast, which can be
useful in specific tasks like edge detection or anomaly detection.



Encoder
Convolutional Layers 
Activation Functions 
Max Pooling
Feature Doubling



Bottleneck
At the center of the U-Net is a bottleneck layer that
captures the most critical features while maintaining
spatial information.



Skip Connections

Skip Connections

Skip Connections
Skip connections link feature maps from the encoder to corresponding layers in the decoder.
They help recover fine spatial details lost during downsampling by directly passing high-resolution
features.
This allows U-Net to combine context (from deep layers) with precision (from shallow layers) —
improving segmentation accuracy, especially at object boundaries.



Decoder
De convolution
Concatenation
Convolutional Layers 



Decoder: De Convolution





Output
The network's output consists of as many layers as there are segmentation classes. Each
layer indicates the likelihood of belonging to a specific class.



Vision Transformers





1.Split an image into patches
2.Flatten the patches
3.Produce lower-dimensional linear

embeddings from the flattened patches
4. ...

Vision transformer architecture
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Vision transformer architecture



Position embedding







1.Split an image into patches
2.Flatten the patches
3.Produce lower-dimensional linear

embeddings from the flattened patches
4.Add positional embeddings
5.Feed the sequence as an input to a

standard transformer encoder
6. ...

Vision transformer architecture





1.Split an image into patches
2.Flatten the patches
3.Produce lower-dimensional linear

embeddings from the flattened patches
4.Add positional embeddings
5.Feed the sequence as an input to a

standard transformer encoder
6.Pretrain the model with image labels

(fully supervised on a huge dataset)
7.Finetune on the downstream dataset

for image classification

Vision transformer architecture



Satellite Image Time Series





Advantages of Training Models on SITS
1.Incorporating seasonal variability and changing landscapes over time
2.Applications in Monitoring and Prediction
3.Addressing Data Gaps
4.Environmental Change Detection
5.Reduced sensitivity to noise and variable weather conditions





MAE



MAE Architecture



SatMAE



SatMAE architecture



Temporal Encoding 



SatMAE architecture



Spectral Encoding 



Masking



Visualizing reconstruction quality - temporal SatMAE

Reconstruction quality of SatMAE+IM (left) vs. SatMAE+CM (right)



Visualizing reconstruction quality - spectral SatMAE

Reconstruction quality of SatMAE+IM (left) vs. SatMAE+CM (right)



Presto



Presto Input Data
Dynamic variables

The elevation and slope
Dynamic World Land Cover classes
NDVI 
ERA5
Sentinel-1
Sentinel-2 

Static variables
Coordinates
Topography data



• Sentinel-1: The VV and VH bands 
• Sentinel-2 RGB: The B2, B3 and B4 bands
• Sentinel-2 Red Edge: The B5, B6 and B7 bands
• Sentinel-2 Near Infra Red (10m): The B8 band
• Sentinel-2 Near Infra Red (20m): The B8A band
• Sentinel-2 Short Wave Infra Red: The B11 and B12
• NDVI: Vegetation index, calculated from the Sentinel-2 B4 and B8 bands.
• ERA5 Climatology: Precipitation and temperature at 2m
• Topography: The elevation and slope of a pixel
• Location: The cartesian coordinates of a pixel

Chanel Groups



Variables Encoding
Topographical data

where:
h : linear projection
sin: sinusoidal positional encoding
channel: nn.Embedding
month: 

Dynamic variables

Coordinates



Presto architecture



Pre-training Dataset 

The distribution of the pre-training dataset

Geographic Distribution: Earth divided
into three regions – Western Hemisphere
and two Eastern Hemisphere regions, further
subdivided into ecoregions.
Sampling Strategy: Stratified sampling
based on land cover classes.
Resolution: Each sample is a 510 × 510 pixel
tile with 10-meter spatial resolution.
Pixel Time-series: 2,500 pixels sampled per
tile, resulting in 21,535,000 pixel samples,
each with 24 monthly time steps.



L_{MSE}   mean squared error reconstruction loss used for the continuous values (f.eg month)
L_{CE}      cross entropy loss used for the categorical values (f.eg Topographical data)
N_{count} number of masked continuous values 
N_{cat}      number of masked categorical values in the batch
λ                 hyperparameter

Training



How to use Presto encoder?

Notebook: downstream_task_demo.ipynb



GraphCast





Case Studies





U-Net: Convolutional Networks for Biomedical Image Segmentation

AN IMAGE IS WORTH 16X16 WORDS:
TRANSFORMERS FOR IMAGE RECOGNITION AT SCALE

Lightweight, Pre-trained Transformers for Remote Sensing Timeseries

SatMAE: Pre-training Transformers for Temporal and Multi-Spectral Satellite Imagery

Masked Autoencoders Are Scalable Vision Learners

GraphCast: Learning skillful medium-rangeglobal weather forecasting

Laboratory of Geo-information Science and Remote Sensing

ESA

NASA
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